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Abstract
We describeour initial stepstoward the realizationof

a roboticsystemfor assistingfire-fighting andrescueser-
vices.Thesystemimplementstheconcept of sharedauton-
omy betweenthe robotand thehuman operator: themo-
bile robotperformslocalnavigation,sensingandmapping,
while theoperator interpretsthesensordataandprovides
strategic navigationgoals.
Keywords: Sharedautonomy, mobilerobots,fire-fighting,
rescuerobotics,mapping.

1 Rationale
The Swedish fire-fighting and rescueserviceshave

identified the use of mobile robots as remoteamplifiers
of the perception capabilities of field personnel. This
refersto the safeandreliablecollectionandcommunica-
tion of informationatdifferentlevelsof abstraction,which
is relevant for the successfulexecution of a task. Target
tasksinclude fire-fighting, searchandrescue,andinspec-
tion of human-unfriendly sites. Easy, reliable,and task-
dependentmeansof human-robot interactionwereidenti-
fied as crucial aspectsto enablethe field deployment of
mobilerobots.

Themostimportant reasonfor a human-in-the-loop, as
opposedto a fully autonomousrobot, is psychological: the
systemshouldbeperceivedandacceptedasa“trustedpart-
ner” by the rescuepersonnel. Two preferred interaction
modeswith suchapartnerhavebeenidentifiedby thefield
personnel: given a view from a cameraanda view of an
onlinelocalmapof theenvironment,(i) point-and-clickon
the map or in the imageto indicate locationswherethe
robot shouldgo,and(ii) point-and-clickon interestingob-
jectsseenin thecameraimageto include themin themap.
By “online localmap”wemeanamapof thespacearound
thepathtravelledby therobot, built by therobotitself.

Therealizationof theseparticular modes of interaction
is thesubjectof ourpresentation.In theinitial phaseof our
work, we are considering a task in which a professional
fire-fighter mustremotelyoperatea robot(seeFigure1) in

order to identify andlocalizegastubesin an indoor envi-
ronmentaftera fire.

Figure1: A sampletask: usea remotely operatedrobot
(top) to identify andlocategastubespresenting a risk of
explosion (bottom). (Courtesy of Söderẗorns fire brigade,
Sweden.)

In thisnote,wegiveabrief summary of theoverallsys-
temarchitectureandof its maintechnologicalcomponents,
andwe overview thesystemoperation.

2 System Architecture
Thearchitecture thatwe have adoptedin our initial de-

velopmentis basedon the “Thinking Cap”.1 The Think-
ing Cap is a framework to build complex controllers for
autonomous andsemi-autonomous robots. It providesba-

1The “Thinking Cap” [5] is a joint effort between the Univer-
sity of Örebro, Sweden,and the University of Murcia, Spain. See
http://aass.oru.se/˜asaffio/Software/TC/.



Figure2: The“Thinking Cap”architecture adoptedin oursystem.

sicstorage,executionandcommunicationmechanisms,to-
getherwith a library of componentsimplementing some
of the functionalities needed for autonomousand semi-
autonomousnavigation. TheThinking Capis modularand
highly customizable, andit hasbeenusedon a numberof
differentplatforms,domains,andtasks(e.g, [5, 6, 2, 3]).

Theversionof theThinking Capusedin this project is
shown in Figure2. It includesa number of independent
softwarecomponentsthatcommunicatethrough a central-
izedLinda space.TheLinda spaceis a tuple-basedblack-
boardthat allows exchangeof informationby a publish-
subscribe-notify mechanism. Two components arealways
presentin theThinking Cap:theVirtual Robot,whichpro-
vides a uniform abstractinterfaceto the sensorsandac-
tuatorson the physical robot; andthe Graphical User In-
terface.Theothercomponentsusedin our instanceof the
Thinking Caparediscussedbelow.

3 Main System Components
The main componentscurrently implemented in our

systemare:

� Map Builder It incrementally builds a map (occu-
pancy grid) of the environment from laserdata. At
thesametime, it estimatestherobot’s positionin this
mapusinga multi-level relaxation algorithm [1].

� Path Planner It takesnavigation goals from theuser
by point-and-clicking on the map. It plans a path
acrossthe freespace,andregularly updatesthis path
as new partsof the environment (obstacles)are de-
tectedby therobot andincludedinto themap.

� Path Follower It movesthe robotalongthe planned
path,andreactively adapts to new or dynamic obsta-
cles. The integration of pathfollowing andreactive

obstacleavoidance is achievedusingfuzzy-logic be-
haviors [7]. Thecontroller canbe overridden by the
operatorusingavirtual joystick.

� Video Streamer It shows the imagestaken by the
camera. Theusercanpoint-and-click on locations to
visit or on objectsto beincludedin themap. An im-
ageinterpretation layerwill beaddedin thefuture to
detectandhighlight possibleobjectsof interestfor the
user, andsuggestpossibleidentifications.

4 Example of Operation
We are in the processof preparing a proof-of-concept

demonstrationsystem,bywhichaprofessionalrescuerwill
operatearemoterobot. Thetarget taskis thegas-tubefind-
ing problem mentionedabove. The demonstratorwill be
runonour iRobotATRV-Jr robot, shown in Figure4.

At the current stageof development, the user is pre-
sentedwith the interfaceshown in Figure3. Theleftmost
window representsthe robot, in top view, andthe sensor
readings in the vicinity of the robot. This view is robot-
centric: the robot is fixed at the centerof the window,
andthesensorreadings giveanoutlineof theenvironment
around it. This view makesit easierto joystick the robot
around if theoperatorwishesto take full control.

The middle window displaysthe current mapbuilt by
therobot, in world-centeredcoordinates.Themapis built
incrementallyastherobot acquiresmoresensordata.This
mapgives theoperator a view of theshapeof theenviron-
mentandof theobjectsin it, togetherwith theawareness
of therobot’spositionin theenvironment.In thisexample,
therobothasjustexploredthecorridorsaroundanintersec-
tion,andit is coming backto theintersection. Theoperator
hasclikedon a point in the left corridor (reddot) in order
to instructthe robot to enterthatcorridor. Thepathplan-



Figure3: Theoperatorinterface.Theleftmost window displaysthesensorreadingsin thevicinity of therobot;themiddle
window displays thecurrentenvironment mapbuilt by therobot; therightmostwindow showstheimagestakenby therobot
camera.

ner hasgenerateda path (in green) to that point through
the free space,which the robot is following. The pathis
recomputedevery secondin order to account for new ob-
staclesthataredetectedby therobot’s sensors.

The rightmostwindow shows the imagestaken by the
robot camera. The usercan point-and-click in this win-
dow aswell in order to indicatea locationwheretherobot
shouldgo. Theclickedpoint is translatedto globalworld
coordinatesandincluded in the robot map,anda pathto
thatpoint is computedasabove. In thefuture,theuserwill
beofferedthepossibilityto click on specificobjectsin the
imagein orderto put themin theglobalmap.

The systemdoes not include any sophisticatedpro-
cessesdedicatedto imageanalysis,sceneunderstanding,
high-level decisionmakingor planning. According to the
concept of sharedautonomy [4], thesehigh-level function-
alitiesareassumedto beprovidedby thehumanoperator,
while theremoterobotic systemtakescareof localnaviga-

Figure4: TheATRV-Jr robot usedfor demonstration.

tion, sensorprocessing, andmapping.

5 Conclusions
Our project has just started. Not all the components

above have beenimplementedand incorporatedinto the
systemyet, but we arepreparing someinitial experiments
aimedat testingtheusabilityof shared-autonomyfrom the
point of view of professionalrescuepersonnel.

Thetwo maininspiringguidelinesof oureffort are:

1. Fromtheapplication point of view: to work in close
co-operationwith rescuepersonnel in orderto match
their needsand their preferred mode of operation,
while avoidingthe“academicexercisesyndrome”.

2. From the technological point of view: to build a
sharedautonomysystemin whichcognitiveandphys-
ical functionalitiesaredistributedbetweenthe robot
andthehumanoperator.
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