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Abstract

We describeour initial stepstoward the realizationof
a robotic systenfor assistingfire-fighting andrescueser
vices.Thesystenimplementsheconcep of sharedauton-
omy betweerthe robotand the human operator: the mo-
bile robotperformdocal navigaion, sensingandmappng,
while the operator interpretsthe sensordataand provides
stratggic navigation gods.
Keywords: Shaedautmomy mobilerobots,fire-figtting,
rescuerobotics,mappirg.

1 Rationale

The Swedish fire-fighting and rescueservices have
identified the use of mokile robds as remoteamplifiers
of the perception capalilities of field persmnel. This
refersto the safeandreliable collectionand communica-
tion of informationat differentlevelsof abstractionywhich
is relevant for the successfubxeaution of a task. Target
tasksinclude fire-fighting searchandrescueandinspec-
tion of humanunfriendly sites. Easy reliable, and task-
deperlentmeansof humanroba interactionwereidenti-
fied as crucial aspectgo enablethe field deployment of
mobilerobots.

The mostimpottantreasorfor a human-in-tte-loop as
oppasedto afully autonanousrobot, is psyctological: the
systenshouldbepercevedandacceptedsa“trustedpart-
ner” by the rescuepersonel. Two prefared interaction
modes with sucha partrer have beenidentifiedby thefield
persomel: givena view from a cameraanda view of an
onlinelocalmapof theervironment,(i) point-and-clickon
the mapor in the imageto indicae locationswherethe
roba shouldgo, and(ii) point-and-click oninterestingob-
jectsseenin thecameramageto include themin themap.
By “online local map”we meanamapof the spacearound
thepathtravelledby theroba, built by therobotitself.

Therealizationof theseparticdar modes of interaction
is thesubjecof our presetation. In theinitial phaseof our
work, we are consideing a taskin which a professional
fire-fighter mustremotelyoperatearobot(seeFigurel) in

order to identify andlocalize gastubesin anindoor ervi-
ronmentafterafire.

Figurel: A sampletask: usea remdely operatedrobot
(top) to identify andlocategastubespreseting a risk of
explosion (bottom). (Courtesy of Soderbmsfire brigade,
Sweden)

In this note,we give a brief summay of theoverall sys-
temarchitectue andof its maintechnolgicalcompnents,
andwe overview the systemopeaation.

2 System Architecture

Thearchitectue thatwe have adoptedn our initial de-
velopmentis basedon the “Thinking Cap”.! The Think-
ing Capis a framework to build comgex contrdlers for
autoromots andsemi-autonmots robots. It providesba-

1The “Thinking Cap” [5] is a joint effort between the Univer
sity of Orebro, Sweden,and the University of Murcia, Spain See
http://aass.oru.sédsafio/Software TC/.
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Figure2: The“Thinking Cap” architectue adofiedin our system.

sic storageexeautionandcommunicationmeclanismsto-
getherwith a library of compnentsimplemening some
of the functionalities neede for autoromousand semi-
autoromousnavigation. The Thinking Capis mocularand
highly customizale, andit hasbeenusedon a nunber of
differentplatforms,domairs, andtasks(e.g [5, 6, 2, 3)).

Theversionof the Thinking Capusedin this prgectis
shavn in Figure2. It includesa number of independen
softwarecompmentsthat commnunicatethrowgh a central-
izedLinda space.TheLinda spaces atuple-baedblack-
boardthat allows exchangeof information by a publish-
subscribeaotify mechaism. Two conponens arealways
presentn the Thinking Cap:theVirtual Robot,which pro-
vides a uniform abstractinterfaceto the sensorsand ac-
tuatorson the physical robot; andthe Graptical UserIn-
terface. The othercompmentsusedin our instanceof the
Thinking Caparediscussedbelow.

3 Main System Components
The main compaments currently implemened in our
systemare:

e Map Builder It incrememally builds a map (occu-
pangy grid) of the ervironmen from laserdata. At
the sametime, it estimategherobd’s positionin this
mapusinga multi-level relaxatia algoithm [1].

e Path Planner It takesnavigation gods from theuser
by point-and-clickng on the map. It plansa path
acrosghe free spaceandreguarly updatesthis path
asnew partsof the environmen (obstacles)re de-
tectedby theroba andincludedinto themap

e Path Follower It movesthe robotalongthe plamed
path,andreactvely adats to new or dynanic obsta-
cles. The integration of pathfollowing andreactve

obstacleavoidane is achieved using fuzzy-logic be-
haviors [7]. The contrdler canbe overridden by the
opegtorusingavirtual joystick.

e Video Streamer It shows the imagestaken by the
camea. Theusercanpoint-ard-click on locatiors to
visit or on objectsto beincludedin themap. An im-
ageinterpretaion layerwill be addedn thefuture to
detectandhighlight possibleobjectsof interestfor the
user andsuggespossibledertifications.

4 Example of Operation

We arein the processof prepaing a proof-of-concept
demastratiorsystempy whichaprofessionakrescuewill
opeatearemoterobot. Thetargettaskis thegas-tule find-
ing problem mertionedabove. The demorstratorwill be
runonouriRobotATRV-Jrrobd, shavnin Figure4.

At the current stageof developmen, the useris pre-
sentedwith the interfaceshavn in Figure3. Theleftmost
window representghe roba, in top view, andthe sensor
readirgs in the vicinity of the roba. This view is roba-
centric: the roba is fixed at the centerof the window,
andthe sensoreading give anoutline of the environment
arownd it. This view malesit easierto joystick the robot
arowndif the opeatorwishesto take full control.

The middle window displaysthe current map built by
therobd, in world-centereccoordnates. The mapis built
increnentallyastheroba acquireamoresensodata.This
mapgives theoperato a view of the shapeof theerviron-
mentandof the objectsin it, togetherwith the avarenas
of therobot’s positionin theernvironment.In this exampe,
therobot hasjustexploredthecorridorsarourd anintersec-
tion, andit is comirg backto theintersection Theoperato
hasclikedon a poirt in the left corridor (reddot) in order
to instructthe roba to enterthat corridor. The pathplan-
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Figure3: Theopeatorinterface. Theleftmast window displaysthe sensoreadirgsin thevicinity of therobot;the middle
window displays thecurrentenvironmer mapbuilt by therobot; therightmostwindow shavstheimagesakenby therobot

camera.

ner hasgenerated path (in green to that point through
the free spacewhich the robot is following. The pathis
reconputedevery secondn order to account for new ob-
stacleghataredetectedy therobd’s sensors.

The rightmostwindow shavs the imagestaken by the
roba camera The usercan point-and-clickin this win-
dow aswell in orderto indicatea locationwheretheroba
shouldgo. Theclicked poirt is translatedo globalworld
coordnatesandincluded in the roba map,anda pathto
thatpoint is compuedasabove. In thefuture,theuserwill
be offeredthe possibility to click on specificobjectsin the
imagein orderto putthemin theglobalmap.

The systemdoes not include ary sophisticatedpro-
cessedledi@atedto imageanalysis,sceneundestanding,
high4evel decisionmakingor plannirg. Accordng to the
concep of sharecautonany [4], thesehigh4evel function-
alitiesareassumedo be provided by the human operato,
while theremoterobdic systemtakescareof local naviga-

Figure4: The ATRV-Jrroba usedfor demorstration.

tion, sensoiprocessingandmappirg.

5 Conclusions

Our prgect hasjust started. Not all the commnents
abore have beenimplementedand incorporatedinto the
systemyet, but we areprepamng someinitial experiments
aimedattestingthe usability of sharedautoromy from the
poirt of view of professionatescuegpersonel.

Thetwo maininspiringguidelinesof our effort are:

1. Fromthe applicdion point of view: to work in close
co-qperationwith rescuepersmnelin orderto match
their needsand their preferred mode of opeation,
while avoiding the“academioexerdse syndrane”.

2. From the techndogical point of view: to build a
sharedautonany systenin which cogritive andphys-
ical functionalities are distributed betweenthe robot
andthe humanoperato.
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